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Introduction

In terms of ensuring business continuity and business success, 
organizations face more demands than ever before. Rising raw 
material costs and energy prices, increasing customer demands, 
technological advancements and the competition for quali-
fied employees pose challenges to maintaining a competitive 
advantage today. Additionally, the public now demands grea-
ter transparency, sustainability and fairness in business, which 
is increasingly being addressed by legislators. For example, the 
European Union (EU) recently introduced several novel regulati-
ons related to data law (including the Artificial Intelligence (AI) 
Act and the Data Act) and sustainability (such as the Corporate 
Sustainability Reporting Directive (CSRD) and Corporate Sustai-
nability Due Diligence Directive (CSDDD)).

European organizations, as well as many international orga-
nizations operating in Europe, therefore need to pay particu-
lar attention to the legal classification of their activities and 
the implementation of the EU legal framework. On the other 

hand, the regulatory provisions also provide additional business 
opportunities, for example through the increased availability of 
data for data-driven business models or by offering novel digital 
services to facilitate compliance with regulatory requirements.

Data management is strongly impacted by regulation. For one, 
regulatory provisions result in direct requirements for the tech-
nical and/or organizational implementation of data manage-
ment. Nowadays, this concerns the organization’s internal data 
management as well as the data-based interaction between an 
organization and its business ecosystem. On the other hand, 
data management must ensure the secure, efficient, and timely 
provision of data that can be transformed into the information 
needed by regulators and other stakeholders, such as sharehol-
ders and investors. Excellence in data management is becoming 
a prerequisite for meeting regulatory requirements in many 
industries and a fundamental basis for taking advantage of the 
new opportunities presented by increased data availability.

Introduction

Figure 1. Regulation Radar
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Introduction

This paper provides an overview of recent and upcoming regu-
lations in the EU and Germany that have a significant impact on 
data management. It focuses on the laws and regulations that 
are most relevant for large and medium-sized organizations on 
their digital transformation journey. It describes the impact of 
emerging EU data regulations on the data management prac-
tices of affected organizations and provides recommendations 
on the use of data management approaches to facilitate regula-
tory compliance, including data strategies, data governance and 
metadata management.

First, this paper covers those regulations relevant to all industry 
sectors:

The CSRD mandates increased transparency by requiring 
organizations to report on their sustainability activities, thus 
impacting how organizations manage and disclose environ-
mental, social and governance (ESG) data, including data 
from the supply chain network.
The AI Act aims to ensure safe and ethical development and 
usage of AI, which directly affects how AI systems and the 
underlying data are designed, collected and managed within 
organizations.
The Data Act aims at fostering data availability and data sha-
ring by enhancing access to data, which influences organiza-
tional data management strategies and practices, especially 
for organizations developing or using intelligent devices and 
services.
The Data Governance Act establishes measures to foster trust 
in data sharing and the availability of high-quality data by 
establishing a governance framework that includes mecha-
nisms such as data intermediation services and data altruism.

 
Second, this paper elaborates on the regulatory frameworks 
that cover enterprises involved in the industrial manufacturing 
of goods:

Supply chain acts on European and national levels require 
organizations to identify, prevent, mitigate and account for 
human rights and environmental impacts within their supply 
chain networks, necessitating robust data management sys-
tems to integrate external supplier data and allow for sharing 
the needed information with their customers.
The Digital Product Passport is a digital artifact that provides 
information about the origin, composition and life cycle of a 
product, and its implementation requires standardized data 
formats, a suitable IT infrastructure and the cooperation of 
all relevant stakeholders.

 
Third, this paper outlines data-related regulations aimed at fostering 
the establishment of smart cities and intelligent mobility services:

The Mobility Data Act focuses on fostering access to and 
exchange of mobility-related data to enhance innovation and 
enable multimodal mobility services, which requires organi-
zations in the mobility sector to provide certain types of data 
in high quality and via standardized interfaces.
The Open Data Directive revises and strengthens the EU‘s 
approach to open data and the reuse of public sector infor-
mation, requiring bodies in the public sector to make their 
data more accessible and usable, therefore impacting how 
these organizations manage and share their data.

 
Finally, this paper summarizes the effects of individual regulati-
ons on data management and provides actionable recommen-
dations for executives and data professionals to ensure legal 
compliance, meet data provisioning requirements and systema-
tically benefit from increased data availability.

Legal notice

All information in this report is for general information pur-
poses. It does not constitute legal advice in individual cases 
and cannot and is not intended to replace such advice.
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Corporate Sustainability Reporting Directive

The CSRD adds ESG information to the reporting requirements 
of organizations operating in the EU. It replaces the previous 
Non-Financial Reporting Directive (NFRD). The increased availa-
bility of ESG information improves transparency with regard to 
the impact of an organization‘s operations and promotes infor-
med decision-making by investors, consumers, policymakers 
and other stakeholders.

Scope and implementation timeline of the CSRD

The CSRD is implemented in a phased approach, starting with 
organizations that are already subject to the NFRD in 2025 (see 
Figure 2)1. The directive not only applies to European enterprises 
but also to non-European enterprises with more than 150 milli-
on euros turnover in the EU and at least one European subsidia-
ry. Companies with up to 1,000 employees and a turnover of up 
to 50 million euros will not be covered by the CSRD. According 
to EU estimations, the CSRD will affect around 10,000 enterpri-
ses. The sustainability statement shall be created for the same 
reporting undertaking as the financial statement, meaning that 
a parent organization will generally report on behalf of its sub-
sidiaries plus additional joint operations or joint ventures under 
its operational control. As with financial reporting, the organi-
zations are independently audited and certified to ensure they 
provide reliable information. The depth of these audits will be 
increased over time, starting with ‘limited assurance’ and later 
with ‘reasonable assurance’.

The European Sustainability Reporting Standards 
(ESRS) define the reporting content

The CSRD refers to the European Sustainability Reporting Stan-
dards (ESRS) [1] as authoritative source for the structuring and 
contents of a sustainability report. It defines 12 standards for 
ESG information that organizations must disclose to inform 
about their material impacts, risks and opportunities in relation 
to sustainability issues. This includes two overarching standards 
as well as standards in three categories: environment (e.g., cli-
mate change, energy consumption and mix), social (e.g., own 
workforce, working conditions, adequate wages) and gover-
nance (e.g., business conduct, corporate culture). The indivi-
dual enterprise reporting requirements are determined based 
on a preceding materiality assessment. The European Financial 
Reporting Advisory Group (EFRAG) provides a comprehensive 
list of ESRS data points (metrics) as part of its implementation 
guidance [2]. It currently2 describes 161 data points that need 
to be provided irrespective of the materiality assessment (and 
thus must always be included), while 622 additional data points 
are subject to the materiality assessment. This includes a total 
of 238 ‘numerical’ data points, which often include aggregated 
or calculated measures. Figure 3 provides a high-level overview 
about the measures potentially required by the CSRD, including 
potential data suppliers within and beyond the organization as 
well as exemplary data categories based on the EFRAG imple-
mentation guidance. This overview highlights the challenges 
that large and diverse organizations face when producing their 

Corporate Sustainability Reporting 
Directive

Entry into force: January 5, 2023

1	 The first ‘omnibus’ package postponed the sustainability reporting requirements for companies that would have been affected in 2026 and 2027 (CSRD waves 
2 and 3) by one year to 2027 and 2028, respectively.

2	 The EU announced that the number of data points will be reduced in the future.

Figure 2. Timeline for the applicability of the CSRD
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Corporate Sustainability Reporting Directive

first sustainability reports: a) Digital data from different sources 
and departments must be collected and made available, b) the 
quality and timeliness of the data must be ensured, and c) data 
from different sources, across departments and potentially 
across sites must be integrated in a potentially reusable manner.

Data management maturity equals ESG reporting 
maturity

Implementing efficient and robust sustainability data manage-
ment systems is a key enabler and challenge when it comes to 
meeting ESRS requirements. Data must be collected from within 
the organization and from external partners in the supply chain 
(e.g., to calculate Scope 3 emissions), normalized and clean-
sed, aggregated, and presented to relevant business users and 
external auditors. However, a study conducted by PwC and the 
Ludwigshafen University of Business and Society shows that 
73 percent of organizations surveyed struggle with collecting, 
processing, and analyzing the data needed for sustainability 
reporting [3]. Unlike financial reporting, sustainability reporting 
functions are usually not completely covered by standard enter-
prise information systems, leaving many organizations to rely on 
spreadsheets, which leads to limitations in data standardization, 
versioning, etc. ESG data is widely dispersed across different 
business units with their own data management approaches, 
resulting in ESG data silos. These silos can result in different 
ways of interpreting and calculating certain sustainability 
metrics, making it difficult to integrate sustainability data and 
produce sustainability reports at an organization-wide level. 
Leaders are often faced with insufficient and poor quality ESG 
data or delays in ESG data delivery due to limited data owner-
ship, limited understanding of the data, or prioritization issues. 
This challenge is exacerbated in decentralized organizations with 

many independent organizations, investments, and joint opera-
tions that collectively implement their own data strategy, data 
governance and information systems architecture. Furthermore, 
data from the value chain, and thus outside of an organization’s 
sphere of influence, may need to be collected. Vice-versa, envi-
ronmental data need to be shared with customer companies.

Incorporating ESG reporting into the enterprise 
data strategy

With increasing regulatory pressure and costly audits, all these 
challenges require a more rigorous approach to ESG data 
management. From a technical perspective, organizations need 
to move from their collection of ESG spreadsheets to an integra-
ted data architecture for ESG data. These architectures are typi-
cally based on a cloud data warehouse as a central component 
and include several layers, including data integration, data sto-
rage and modelling, and data provisioning to the relevant repor-
ting systems. To define accountability, consolidate understan-
ding of data and KPIs and consequently drive timely delivery of 
high-quality ESG data, corporate data governance must include 
structures and processes relevant to ESG data. To demonstrate 
the importance of ESG reporting to the organization, it should 
become an integral part of the corporate data strategy. In addi-
tion, data culture initiatives can raise awareness of the import-
ance of ESG information for business continuity. In this sense, 
ESG reporting can serve as a key motivator to drive organiza-
tion-wide data strategy, data architecture, or data governance 
initiatives. Federated approaches for these initiatives may be 
most suitable in large organizations as individual domains or 
enterprises retain autonomy with regard to their internal data 
processing while achieving a virtual global data layer.

Figure 3. Overview of potential data points to be reported

Summary

The Corporate Sustainability Reporting Directive (CSRD) 
requires organizations to report detailed ESG information 
based on the European Sustainability Reporting Standards 
(ESRS), including environmental, social and governance (ESG) 
data. It requires independent verification and certification, 
with increasing levels of assurance over time. Organizations 
currently struggle to collect, process, and analyze ESG data 
due to disparate data sources, reliance on spreadsheets, and 
inconsistent data management practices. This leads to issues 
such as data silos, inconsistent KPI calculations, and low qua-
lity or outdated data.
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Artificial Intelligence Act

To address these challenges, organizations need to move to 
integrated data architectures for ESG data and implement 
robust data governance frameworks. To underscore the stra-
tegic importance of ESG data to future business, ESG should 
be integrated into the corporate data strategy. ESG metrics 
as well as the underlying data should be governed to create 
a unified understanding across the organization and the rele-
vant departments. In addition, a data culture initiative will 
raise awareness and prioritize the importance of high-quality 
ESG information for data providers.

Artificial Intelligence Act

Entry into force: August 1, 2024 (24-month transition 
period); notwithstanding unacceptable risk (February 2, 
2025) and high risk (August 8, 2027)

The AI Act is the world's first law to regulate AI and aims to 
protect fundamental rights, democracy, the rule of law and 
environmental sustainability from high-risk AI [4]. The AI Act is 
a regulation of the EU [5]. This form of legal act results in direct 
implementation in all EU member states without the need for 
conversion into national law. Member states can take additional 
measures to support the enforcement and application of the 
regulation [6]. The AI Act establishes general rules for placing on 
the market, putting into service, and using artificial intelligence 

systems. AI systems for research and development purposes are 
excluded from the AI Act. The regulation thus mainly targets 
providers and operators of AI systems. In the event of non-com-
pliance with the regulation, organizations face fines of up to 35 
million euros or 7 percent of their total annual turnover, whiche-
ver is higher. According to the EU classification, there are four 
risk classes of AI (Figure 4). The four risk classes are subject to 
different measures under the AI Act. The classes and measures 
are discussed in more detail below.
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Artificial Intelligence Act

Banning the unacceptable AI risk class to ensure 
safety and rights

According to the AI Act, several types of AI systems that pose 
a clear threat to the safety, livelihoods, or rights of people fall 
under unacceptable risk. These include systems that employ 
subliminal, manipulative, or deceptive techniques, as well as 
those that exploit human vulnerabilities. The act bans biome-
tric categorization systems and social scoring mechanisms. The 
assessment of the risk that an individual might commit a crime, 
along with the creation of facial recognition databases, is for-
bidden. Emotion detection in workplaces or educational set-
tings is not allowed and the use of real-time biometric remote 
identification in publicly accessible spaces for law enforcement 
purposes is similarly prohibited. Nevertheless, the act specifies 
certain exceptions for these prohibitions, particularly for medi-
cal or public security reasons.

Continuous assessment of high-risk AI systems

Most of the regulation relates to high-risk AI systems. These 
systems include safety components that need third-party con-
formity assessment. They also encompass systems that perform 
critical tasks, except for narrow procedural tasks. Additional-
ly, they enhance human activities, reveal decision patterns or 
support evaluations, but do not replace or influence human 
judgment. AI systems are deemed high risk if they create pro-
files by processing personal data to evaluate aspects like job 
performance, economic status, health, preferences, reliability, 
behavior, location or movements. 

AI systems that fall into this risk category will be assessed 
before release and throughout the whole lifecycle. High-risk AI 

providers must fulfill the minimum transparency and security 
requirements for their AI systems. The minimum requirements 
encompass establishing a risk management system to ensure 
compliance with the requirements of the regulation by means 
of specifically designated procedures and instructions. This also 
includes ensuring data quality through quality requirements for 
training, validation, and test datasets. Additionally, providers 
are obligated to draw up technical documentation and instruc-
tions for use for downstream deployers.

Furthermore, providers must document assessments in the fol-
lowing cases if they believe their AI systems do not pose high 
risks before market release or operation:

Figure 4. Overview levels of AI regulation

Table 1. Overview of high-risk categories [7]
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Enhancing transparency for limited-risk AI systems

Limited risks as defined in the AI Act involve the lack of transpa-
rency in AI usage. The AI Act mandates transparency to ensure 
people are informed and trust is built. For instance, users should 
know when they are interacting with AI, such as chatbots, to 
make informed decisions. AI-generated content must be iden-
tifiable, and any AI-generated text, audio or video aimed at 
informing the public must be labeled as such, including deep-
fakes. The limited risk class is thus mostly subject to transparen-
cy obligations.

Regulation of general-purpose AI as an exception 
in the minimal-risk class

Most AI systems are expected to fall into the minimal-risk class 
(e.g., spam filters and video games). Those are not regulated by 
the AI Act, but there is an exception: Even if general-purpose AI 
(GPAI) like ChatGPT is classified as minimal risk, it is still subject 
to transparency and documentation requirements. As in high-
risk AI systems, GPAI providers must draw up technical docu-
mentation and information to supply to downstream providers. 
Furthermore, a detailed summary about the content used for 
training must be provided. High-impact GPAI could pose sys-
temic risks and must therefore undergo a thorough evaluation 
process. Transparency requirements for GPAI include, for exam-
ple, compliance with EU copyright law, detailed summaries of 
the content used for training, and additional requirements for 
high-risk AI.

Data management as enabler for AI quality and 
transparency

In the advent of novel security and transparency obligations, 
especially for high-risk AI, concise and well-documented input 
and output data management becomes crucial. For example, 
providers of high-risk AI systems need to conduct the neces-
sary due diligence to ensure that training datasets are relevant, 
representative and free of errors. In general, organizations 
should therefore pay attention to the quality of the data used 
and reduce biases to a minimum. This includes having the skills 
and technical means to assess data quality and conduct data 
profiling to infer potential biases and, furthermore, making this 
information available for all relevant stakeholders. In addition, 
it should of course be ensured that the data used in training 
processes complies with data protection guidelines such as the 
GDPR. It must also be made transparent if content like images 
or texts were generated by (limited-risk) AI systems. If an orga-
nization or entity does not want to include this information in 

the content itself, the necessary transparency can be achieved 
by maintaining the corresponding metadata and making it avai-
lable. While some implications can be inferred from the AI Act 
itself, the European Commission will develop additional guide-
lines for the practical implementation of the AI Act, which will 
certainly define more precise means and consider the individual 
requirements of start-ups and small and medium businesses.

Summary

The AI Act, effective as of the third quarter of 2026, is the 
EU‘s regulation to ensure the safe and responsible use of AI, 
classifying systems into four risk categories with correspon-
ding obligations. It mandates transparency, documentation 
and assessment for high-risk AI while banning those posing 
unacceptable risks, ensuring user awareness and compliance 
with EU laws. Organizations developing AI should document 
the origin of data, the use of data and the algorithms used 
and establish an internal control mechanism to ensure ongo-
ing compliance with the AI Act and other laws and the secu-
rity of data from unauthorized access.
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Data Act

The Data Act [8] regulates the ownership and utilization rights 
of data. The aim is to promote the data economy, support inno-
vation, and ensure the protection of personal data by defining 
who, in addition to product manufacturers, may access data and 
under what conditions. The Data Act has four central aspects, 
as shown in Figure 5.

Core components of the Data Act

The first objective of the Data Act is to create legal certainty for 
organizations and consumers, which may or may not be a natu-
ral person, by defining who has which rights when handling 
data. This includes granting consumers access to the data gene-
rated by their use of ‘connected devices’ and related services. 
The aim is not only to protect consumers (who generate data), 
but also to encourage organizations (regardless of their size) 
to invest in high-quality data generation and participate in the 
data economy. Furthermore, the Data Act is intended to pre-
vent the exploitation of power imbalances between contractual 
partners. At present, contract terms are sometimes deliberately 
drafted in a misleading way to give an advantage to one partner 
over the other. The Commission intends to address this situation 
by developing model clauses. The Data Act additionally formu-
lates some rights of public authorities to access private sector 
data. For example, in the event of public emergencies, it should 
be possible to acquire data quickly to be able to respond to 

these emergencies, for example by making data-driven decisi-
ons for mitigation strategies. Finally, the Data Act is intended to 
enable customers to switch freely between different providers 
of data processing services. These regulations should contribute 
to a framework for data interoperability. Therefore, the Data 
Act defines requirements regarding interoperability specifical-
ly targeting providers of data spaces, data processing services, 
and smart contracts. In formulating the above requirements, 
the Data Act affects citizens as well as businesses of all sizes.

Enforcement of the Data Act

The enforcement of the Data Act will involve several key compo-
nents to ensure its effective application and compliance. Natio-
nal regulatory authorities in each EU member state will oversee 
the enforcement, potentially coordinated at the EU level by exis-
ting bodies like the European Data Protection Board or a new 
specialized agency. The act is expected to provide mechanisms 
for individuals and businesses to file complaints if their rights 
are infringed and to include penalties and sanctions for non-
compliance, which may range from fines to mandates to cease 
certain practices or modify data-related processes. Additionally, 
enforcement might feature both public and private channels, 
allowing for lawsuits by competitors or consumer associations 
against non-compliant organizations. Transparency and repor-
ting requirements could compel organizations to regularly 
disclose their data practices, facilitating audits and compliance 
checks by authorities, complemented by awareness-raising and 
training programs to improve understanding and adherence to 
the regulations across all sectors.

Enhanced availability of data within the European 
Union

The Data Act focuses on a variety of data types, including data 
generated by connected devices and business operations as 
well as data used by government agencies in emergencies such 
as major fires or floods. This regulation aims to enhance the 

Figure 5. Overview of the topics in the Data Act

Data Act

Entry into force: January 11, 2024 (20-month transition 
period until September 2025)
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availability of data within the EU by establishing clear rules for 
accessing and utilizing data, which is intended to support SMEs 
and promote a sustainable data economy. Furthermore, the 
Data Act seeks to foster innovation by enabling the develop-
ment of new and improved products and services through 
enhanced data access, balancing negotiation power in data-
sharing contracts, particularly to benefit SMEs that often face 
disadvantages when negotiating with larger organizations.

Simplified switching of cloud service providers

Additionally, the Data Act supplements the portability right 
under Article 20 of the GDPR by simplifying switching between 
cloud service providers. The aim is to promote data portability 
and interoperability, increase competition and reduce the risk 
of vendor lock-in. The Data Act ensures that users can trans-
fer their data securely and efficiently from one cloud service 
to another without significant interruptions or costs. It consi-
ders the protection of trade secrets to ensure that organizations 
do not lose competitiveness through data disclosure. Technical 
standards and interfaces are developed to ensure compatibility 
between different providers. At the same time, data protection 
and data security are maintained, as all data transfers are car-
ried out in strict compliance with data protection regulations 
such as the GDPR.

Impact on data management

The Data Act obliges organizations to organize product data 
and product usage data that customers gain access to. This 
requires appropriate organizational preparation. In addition, the 
Data Act opens the possibility of avoiding cloud lock-in effects 
and gaining access to public sector data. The increased por-
tability requirements offer new opportunities for service usage 
and more cost-effective data management through greater 
competition between cloud providers. The Data Act covers data 
generated by connected devices, ensuring that data from such 
devices is accessible to both users and third parties. This requires 
robust data management systems to handle the large volumes 
of data generated by Internet of Things (IoT) devices and ensure 
it is properly shared and used. Organizations that rely on pro-
prietary data for competitive advantage may need to rethink 
their business models, as the Data Act encourages more open-
ness and sharing of data. This could lead to both challenges 
and opportunities as organizations adapt to a more collaborati-
ve data economy. The Data Act requires organizations to make 
extensive technical adjustments to their data management to 
fulfil the new requirements. One key measure is the develop-
ment of data access and export mechanisms. Systems must be 

designed in such a way that users can easily view, export and 
forward data to third parties. This requires standardized formats 
such as CSV, JSON or XML. The development of application pro-
gramming interfaces (APIs) enables users to access their data via 
interfaces, while user-friendly dashboards visualize data access 
and export. APIs are developed using programming languages 
such as Python, Java or JavaScript and frameworks such as Flask, 
Spring Boot or Express.js, utilizing common standards such as 
REST, GraphQL or gRPC. Tools such as Swagger, Postman and 
API gateways (e.g., Kong or Apigee) support documentation, 
administration and security, while JSON, XML and Protobuf 
serve as data formats. Security protocols such as OAuth 2.0 
and JWT as well as container technologies such as Docker and 
Kubernetes enable the secure and scalable provision of APIs in 
modern cloud environments.

Data security is another key issue. Organizations must imple-
ment technical security measures, such as encrypting data 
during transmission and storage using technologies like TLS or 
AES. Identity and access management (IAM) systems ensure 
that access to data is controlled and monitored at a granular 
level. For example, a mobile service provider could introduce 
multi-factor authentication to ensure that only authorized per-
sons access sensitive data. In addition to security measures, 
effective data governance is also required. Organizations must 
be able to document, monitor and report on the flow of data. 
Data catalogues can be used for this purpose, which list all 
available data records including their origin, intended use and 
access rights. Tools such as Splunk or the ELK stack can help to 
log access to data and monitor suspicious activities. It is also 
important to ensure the quality of the data. Data should be 
checked for consistency, completeness and timeliness before 
it is passed on. Data validation algorithms can recognize and 
correct errors or inconsistencies. Real-time monitoring systems, 
such as Apache Kafka, help to monitor large data streams and 
recognize anomalies. 

The Data Act strengthens users‘ rights by giving them more 
control over their data and enabling easy access and sharing 
with third-party providers. This allows consumers and orga-
nizations to use data-based services such as analyses or opti-
mization more efficiently and benefit from innovative offers. 
The Data Act also ensures greater transparency and fairness 
with regard to the handling of data, which reduces barriers to 
competition and creates new opportunities in the digital eco-
nomy. The extensive technical measures enable organizations 
to meet the requirements of the Data Act, ensure compliance 
and modernize their data infrastructure at the same time. This 
not only strengthens legal certainty but also offers long-term 
competitive advantages through more efficient and secure data 
utilization.
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Summary

The Data Act ensures fair access to data and strengthens the 
rights of the users. In the context of data management, the 
Data Act mandates organizations to organize data accessibly 
for customers and offers opportunities to avoid cloud lock-
in, access public sector data and enhance services and cost-
effectiveness through increased cloud provider competition. 
It aims at ensuring the privacy of the creators (for example 
European citizens) while allowing organizations and other 
big players to use data to create new possibilities by forming 
a clear legal framework for the ownership and use of data.

Data Governance Act

Entry into force: June 23, 2022 (15-month transition period 
until September 2023)

The Data Governance Act (DGA) [9,10] provides a framework 
for establishing common data governance in the EU and pro-
moting cross-border data flows. Data is at the root of social and 
economic change, thus an inclusive framework for the free and 
secure flow of data within the EU and with third countries needs 
to be established that offers benefits for the common good. 
Data should flow according to the ‘FAIR’ principles (findable, 

accessible, interoperable, re-usable) in a common European 
data space. The intended principles create neutrality, transpa-
rency and trust in the data economy, with the interoperability 
of data and prevention of lock-in effects in compliance with all 
applicable laws (including the General Data Protection Regula-
tion) creating further conditions for the shared use of data in 
the internal market.

Figure 6. Framework conditions of the Data Governance Act (DGA)
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Enhancing access to generated, protected data in 
the public sector

Public sector bodies should provide easier access to their gene-
rated protected data (e.g., personal data) for use and reuse. 
Techniques, mechanisms and processes such as anonymization 
or the provision of a secure processing environment should be 
established to facilitate the privacy-friendly processing of data 
for public sector bodies. Public sector bodies should comply 
with competition law and the open market economy and esta-
blish harmonized conditions and procedures for use and further 
processing that are non-discriminatory, transparent, proportio-
nate and objectively justified. Scientific research, start-ups and 
SMEs need to be supported, and the interests and needs of re-
users should be addressed. A fee may be charged for the appro-
val of further use, but this fee aligns with and covers the arising 
costs. Public sector bodies should ensure that organizations and 
data subjects, their rights and interests are protected and that 
additional protective mechanisms are implemented, especially if 
further use occurs outside the public sector, for example if data 
is to be transferred to third countries. Further support structu-
res are required, such as a supervisory authority and a central 
information point.

Data intermediation services are expected to play 
key role in the data economy

The responsibilities of data intermediaries include the efficient 
pooling of data and the facilitation of bilateral exchange through 
the networking of affected parties, data owners and data users 
so that data can be shared while maintaining neutrality. Data 
intermediaries can charge fees for mediation services, but they 
cannot use the mediated data themselves, e.g., for developing 
their own product. Richter (2023) explains that a data interme-
diary has a fiduciary duty and an obligation to act in the best 
interests of the data provider, but these are not clearly defined. 
[11] However, acting in a fiduciary function does not necessa-
rily exclude the data intermediary from acting in its own inte-
rest. Data intermediaries play a supporting role in the creation 
of ecosystems and in ensuring non-discriminatory access to the 
data economy, including for SMEs and start-ups. Data interme-
diation services are responsible for setting up platforms, suitable 
special infrastructure, and databases to enable networking and 
sharing between the parties involved.

Data altruistic organizations gain more trust 
because their purpose is both altruistic and in the 
common interest

As a regulation, the DGA was intended to pursue the objective 
of making large datasets available through data altruism. Data 
altruism should be facilitated by organizational and/or techni-
cal mechanisms, such as awareness campaigns. In addition, a 
European consent form for data altruism should be developed, 
which is modular to adapt to different purposes and sectors and 
to facilitate altruistic data sharing.

Both approved data intermediaries and approved data altruism 
organizations should be identified with a common logo throug-
hout the Union, and authorities and supervisory mechanisms 
should be set up to ensure that the services are monitored. The 
EU certification enables organizations offering similar services to 
differentiate themselves and use the logo, for example as part 
of their brand marketing.

The European Data Innovation Board as an autho-
rity for the implementation of a data governance 
framework

To successfully implement the data governance framework, a 
European Data Innovation Board consisting of expert groups 
and involving all relevant stakeholders and representatives 
should be elected. The Data Innovation Council deals with stan-
dardization work that supports the development of a functio-
ning data economy. This requires sanctions that can be enforced 
in the context of non-compliance and that are effective, propor-
tionate and dissuasive but do not create excessive discrepancies 
or distort competition in the digital single market.

Impact on Data Management

The DGA regulations specify, for instance, that business data 
should be shared. However, if the data formats are not stan-
dardized, data availability is limited and the interoperability of 
data access and data quality are not suitable, thus business data 
cannot be usefully shared. The DGA aims to create trust in the 
data economy and in the data, with reliable, correct data being 
especially useful for applying analysis techniques. The regula-
tory instruments are designed to especially integrate small and 
medium-sized organizations as core players. Most of these 
organizations do not have adequate data management.
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Summary

The Data Governance Act (DGA) is a legislative framework 
that regulates the cross-sectoral reuse of certain categories 
of publicly available data and promotes, regulates, and deter-
mines the sharing and reuse of data for both altruistic pur-
poses and through data intermediaries. Promoting effective 
data management in organizations can create a foundation 
for the successful implementation of data sharing and data 
intermediation services offering organizations potential for 
new business models and products.

Supply Chain Acts

Entry into force: January 1, 2023 (German Supply Chain Act), 
July 25, 2024 (European Supply Chain Act, transition period 
until July 2027)

The Corporate Sustainability Due Diligence Directive (CSDDD) 
is an EU directive that aims to make human rights and environ-
mental due diligence mandatory for organizations. The aim is 
to ensure that European organizations, as well as certain non-
European organizations with significant sales in the EU, identify, 
prevent and mitigate adverse impacts of their business activities 
and global supply chains on the environment and human rights. 
The CSDDD was adopted in June 2024 and is to come into force 
in stages from 2028 until 2029 [12]. It will require regular assess-
ments every five years.

Scope of application and affected organizations

The original plan was for the CSDDD to apply to organizations 
with more than 250 employees or an annual turnover of over 50 
million euros. However, after intensive discussions and political 

debates, the scope of application was adjusted. The version that 
has now been adopted applies to organizations with more than 
1,000 employees and an annual turnover of over 450 million 
euros. This represents a significant restriction compared to the 
original plans, which were aimed at a much broader corporate 
landscape. Nevertheless, the directive remains an important 
step towards mandatory due diligence at the EU level.

The directive also applies to organizations based outside the EU 
that generate a significant turnover within the EU. Specifically, 
this means that international corporations with an annual turn-
over of over 450 million euros in the EU will also be required to 
address human rights and environmental risks in their global 
supply chains.
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Aims and obligations of the CSDDD

The core obligations of the CSDDD include several due diligence 
requirements that organizations must fulfill along their value 
chains. These include:

Identification and risk assessment: Organizations must 
systematically analyze potential human rights and environ-
mental risks along their supply chains. This includes both 
direct and indirect suppliers.
Prevention and remedial measures: Organizations are 
obliged to take measures to minimize or prevent identified 
risks. These include, for example, working with suppliers, 
introducing sustainable production standards or adapting 
business models.
Reporting requirements and transparency: Organiza-
tions must regularly publish reports outlining the measures 
they have taken to fulfill their due diligence obligations. 
These reports should be made available to the public and the 
supervisory authorities.
Sanctions and liability: Organizations that fail to meet 
their obligations can be subject to heavy fines. In addition, 
the CSDDD introduces civil liability, enabling affected parties 
to claim damages in European courts if organizations have 
demonstrably violated the due diligence obligations.

The German Act on Corporate Due Diligence Obli-
gations in Supply Chains

The CSDDD builds on existing national legislation, such as the 
French Duty of Vigilance Law (Loi de Vigilance), the German 
Act on Corporate Due Diligence Obligations in Supply Chains 
(LkSG) and similar initiatives in the Netherlands and other EU 
states. The creation of a unified regulation at the European level 
is intended to produce a competition-neutral solution that ensu-
res that organizations in all EU member states are subject to 
the same standards. The LkSG applies to all organizations in 
Germany with at least 1,000 employees and includes six due 
diligence obligations [14]:

1.	 Establishing a risk management system
2.	Designating a responsible person or persons within the 

company
3.	Conducting regular risk analyses and issuing a policy 

statement
4.	Laying down preventive measures
5.	Taking remedial action and establishing a complaints 

procedure
6.	Documenting and reporting

Figure 7. Supply chain act: due diligence obligations [13]
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The rules are enforced and monitored by the German Federal 
Office for Economic Affairs and Export Control (BAFA). In case 
of violations, organizations can be fined up to 8 million euros 
(regardless of the organization‘s annual revenue) or up to 2% 
of their global annual revenue (if the organization‘s annual reve-
nue exceeds €400 million). It is also possible to be excluded 
from public procurement contracts for up to three years [15]. 
In Germany, the Federal Ministry of Labour and Social Affairs 
(BMAS) is responsible for translating the CSDDD into German 
law [16,17].

Impact on data management

Both the European and the German supply chain acts have 
one thing in common: a huge impact on data management. 
While this may seem like a burden on corporate legal depart-
ments, none of the obligations can be met without proper data 
management. Organizations must ensure that they have or 
acquire these following capabilities:

Functioning data governance to identify responsible 
employees.
Deep data architecture management and data quality 
management to be able to collect, analyze and use the right 
data to document and report on processes.
Data platform & data space management expertise for effi-
cient data sharing and the ability to provide transparency 
across the organization’s whole supply chain.
Ensure that data compliance is a part of the corporate com-
pliance board in order to avoid potential fines.

 
The Corporate Sustainability Due Diligence Directive will pro-
foundly impact data management practices within organizati-
ons, driving the need for more comprehensive, accurate, and 
transparent data across supply chains. Organizations will need 
to invest in advanced data management systems, ensure data 
accuracy and security and develop robust reporting and trans-
parency mechanisms. The directive also emphasizes the import-
ance of continuous monitoring, data-driven decision-making 
and collaboration across supply chains, presenting both chal-
lenges and opportunities for businesses as they adapt to these 
new requirements. Acquiring these capabilities will also help 
organizations to meet the requirements of the Digital Product 
Passport, Corporate Sustainability Reporting Directive and the 
Data Act.

Summary

Both the European and the German supply chain acts have 
one thing in common: a huge impact on data management. 
While this may seem like a burden on corporate legal depart-
ments, none of the obligations can be met without proper 
data management. The laws increase the requirements for 
data provision across the entire product and supply chain, 
and the industry needs to gain expertise in data governan-
ce, data sharing and many more data-related capabilities 
to ensure compliance with the supply chain acts. Acquiring 
these skills will also help organizations to meet the require-
ments of the Digital Product Passport, the Corporate Sustai-
nability Reporting Directive, and the Data Act.
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Digital Product Passport

Entry into force: planned for 2027

The relevance of harmonizing economic activity with an envi-
ronmentally compatible approach requires increasing considera-
tion of the life cycle data of produced goods. Within the EU, the 
Green Deal and the EU Circular Economy Strategy are pursuing 
new ways of aligning solutions for the harmonization of envi-
ronmental requirements and economic activities.

As part of the EU Circular Economy Strategy, the Ecodesign 
for Sustainable Products Regulation ESPR is a central building 
block aiming to ‘significantly improve the circularity, energy 
performance and other environmental sustainability aspects 
of products’. The ESPR replaces the current Ecodesign Directi-
ve 2009/125/EC and aims to establish a ‘framework for setting 
ecodesign requirements on specific product groups’, including 
the Digital Product Passport (DPP). The DPP is a central element 
for promoting the circular economy and sustainability, as it is 
intended to provide comprehensive transparency about the 
materials, origin, and manufacturing processes of a product. 
According to European legislation, the DPP is a ‘tool for making 
information available to actors along the entire value chain and 
the availability of a digital product passport is expected to sig-
nificantly enhance end-to-end traceability of a product throug-
hout its value chain’ [18]. 

The DPP is a central element of the CIRPASS project. CIRPASS is 
working on developing and implementing the foundations and 
standards for Digital Product Passports. These passports should 
contain comprehensive information about products, such as 

their origin, composition, environmental impact, and disposal 
options. By establishing these standards, CIRPASS supports the 
implementation of the Digital Product Passport and thus pro-
motes the circular economy and sustainability in the EU [19]. 

The Battery Passport is a first instantiation of the 
Digital Product Passport within the Catena-X Auto-
motive Network initiative

Currently, many general aspects of the DPP are still open, espe-
cially those related to the technical implementation of this con-
cept. How can it be ensured that all relevant data is collected 
and maintained throughout the entire life cycle of an asset? An 
initial instantiation of the DPP for tracking automotive batte-
ries already exists as part of the Catena-X Automotive Network 
automotive initiative. The Battery Passport serves to provide 
holistic traceability of all relevant life cycle data of a battery, 
from production to recycling, and thus forms a first use case-
specific instantiation of the DPP. Figure 8 shows the data flow 
starting from the request to the Battery Passport to the final 
transmission of the required data. The access process itself uti-
lizes a user interface and an EDC Connector that enforces data 
sovereignty policies, with the Catena-X Automotive Network 
acting as the verification and authentication entity. As part of 
Catena-X Automotive Network, BMW reports a comprehen-
sive database to its suppliers, comprising a total of 107 data 
points. Of these data points, 52 are classified as primary data, 

Figure 8. Data flow in the Battery Passport of the Catena-X Automotive Network Initiative
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containing both sensitive and verified information. This struc-
tured data transfer enables efficient collaboration and transpa-
rency within the supply chain (see Figure 8). The battery pass-
port acts as a key instrument between the original equipment 
manufacturer (OEM) and the end user. It enables the tracea-
bility and documentation of all relevant data along the entire 
supply chain. This includes all players, from raw material miners 
to manufacturers and recycling companies. The collection and 
storage of this data in the battery passport ensures that all 
information about the origin, use and recycling of the battery is 
transparent and traceable.

Initial proposals focus on the collection of data like product 
modification, usage and maintenance, material composition 
and others [20]. There are major conceptual similarities between 
the DPP and the concept of the digital twin, which provides 
a useful abstraction of the implications for data management. 
According to Glaessgen and Stargel (2012), a digital twin is ‘an 
integrated multiphysics, multiscale, probabilistic simulation of 
an as-built vehicle or system that uses the best available physi-
cal models, sensor updates, fleet history, etc., to mirror the life 
of its corresponding flying twin. The Digital Twin is ultra-realistic 
[…] integrates sensor data […] maintenance history and all avai-
lable historical and fleet data obtained’ [21].

Impact on data management

On closer observation of the DPP, these requirements are cer-
tainly excessive, so that the DPP can rather be understood as a 
conceptual submodel of a digital twin that contains all data that 
is relevant for compliance with European legislation. Another 
important aspect is the decentralized approach of the DPP: ‘To 
ensure that the digital product passport is flexible, agile and 
market-driven and evolves in line with business models, mar-
kets and innovation, it should be based on a decentralized data 
system and be set up and managed by economic operators’ 
[22]. Accordingly, the DPP is part of a distributed system, cha-
racterized by the design goals of data sharing, transparency, 
openness, and scalability [23]. The resulting analogies to shared 
digital twins allow for the initial derivation of implications of 
the DPP for enterprise data management, which are explained 
below using the design principles for shared digital twins [24]:

1.	 Interoperability: Within the legislation, the DPP should 
have interfaces that are based on accepted standards. Those 
responsible should deal with this at an early stage and 
check to what extent the possible interface standard can be 
supported.

2.	Data Security: The DPP should always have the option of res-
tricting access. It should be ensured that unauthorized access 

is not possible. The implications for organizations remain open 
at present, including the question of possible legal liability.

3.	Data Acquisition: It is not specified in more detail how data 
should be uploaded to the DPP. It probably depends on the 
technical circumstances of the organization in terms of whet-
her data is entered automatically or manually.

4.	Data Input: Users must ensure that only relevant data for 
the respective use case is uploaded to the DPP. Manufactu-
rers must ensure that the required data is gathered and kept 
up to date in the required quality and scope.

5.	 Synchronization: According to the legislation, the DPP 
must be kept up to date. This does not primarily require real-
time updating, but rather synchronization on demand.

6.	 Interface: According to the regulation, the use of the DPP 
should be ‘user-friendly’ for stakeholders. The access to the 
DPP should be as barrier-free and accessible as possible.

7.	 Purpose: The DPP is not intended to be used for processing 
data. Rather, it should be regarded as a repository, which in 
turn differs from the concept of the digital twin. It must be 
ensured that the data is of sufficient quality before it is uploa-
ded. This results in a certain amount of work for the actors 
involved. In addition, according to the regulation, a back-up 
copy of the DPP should be created for security reasons.

8.	Data Link: The DPP enables a bidirectional data flow. The 
extent to which this has an impact on data management 
depends on how the access and data retrieval are technically 
implemented.

Summary

The impact of the DPP on corporate data management is 
extensive, as the DPP specifies which data must be provided 
and shared with whom and in usable quality. The DPP requi-
res a decentralized infrastructure as well as the integration 
of all actors involved in the life cycle design of a product and 
poses a particular challenge for organizations that bring a 
product to market and are therefore responsible for opera-
ting the DPP. However, it is not only the organizations that 
finally bring a finished product to market that are affected, 
but also suppliers that provide individual subcomponents for 
the final product, for example. So far, it remains unclear in 
what form data must be provided, what constitutes sufficient 
data quality and whether there should be specific semantic 
standards to ensure a certain degree of interoperability.
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Figure 9. Battery Passport data extraction
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Intelligent Transport Systems (Mobility 
Data Act)

Entry into force: since 2010 (last change: December 20, 2023)

The EU Directive 2010/40, which mandates the provision of 
publicly relevant mobility data, serves as the foundation for the 
‘Mobility Data Act’. It is mandatory for member states of the EU 
to make public mobility data accessible via the national access 
point (NAP); they are not required to gather additional data. 
This NAP is embodied as the ‘Mobilithek’ [25] in Germany. The 
objective of the Mobility Data Act is to create a digital, multi-
modally linked transport data network (digital twin) and enable:

a) 	(Transnational) seamless multimodal mobility	  
b) 	Development of innovative products, services, and business 
models

Duty of Public Mobility Data Provisioning

The German Mobility Data Act (Mobilitätsdatengesetz, or MDG 
for short) [26] carries out the EU directive for a NAP. The free 
accessibility of mobility data is guaranteed by the MDG. Real-
time data from transportation businesses and mobility providers 
must be made available to the public under fair conditions. This 
applies to both static data (e.g., schedules, e-charging stations, 
bicycle parking facilities) and dynamic data (delays and cancel-
lations, notifications about roadwork, closures and traffic jams, 
availability of charging points, etc.). A data supervisory authority 
may apply penalties for breaches of provision requirements or 
obligations to collaborate to improve data quality if firms refuse 
to deliver this data. Although the MDG increases legal certainty 
by establishing consistent requirements, a new draft of the MDG 
is being developed with significant extensions, such as for finan-
cial penalties and provision in machine-readable format [27, 28].

Private mobility data provisioning

The NAP gives priority to data that is publicly available or must 
be made available by law. This opens a gap in the mobility data 
ecosystem for private data. The Mobility Data Space [29] (MDS) 
fills this gap, as it is an infrastructure for sharing and trading 

data that is not publicly available. It is privately operated and 
builds on data space technology, which is a core technology in 
the European Data Strategy. Organizations willing to participate 
in the MDS need a connector to provide and use data. Usage 
policies attached to the data allow the sovereign sharing of 
data beyond organizational borders. The MDS as a marketplace 
enables an additional revenue stream for organizations. Present 
use cases are AI-based optimization of current mobility offers, 
finding profitable sites for electronic vehicle charging and pay-
as-you-drive car insurance. The provisioning of data from the 
Mobilithek for MDS users is planned for 2025.

Impact on Data Management

Organizations within the EU member states are obliged to 
deliver their public mobility data assets (public transportation, 
delays, capacity utilization, etc.) into a NAP. In Germany, the 
NAP is embodied in the Mobilithek. It is particularly important 
to comply with the obligation to provide data in the NAPs, as 
penalties may be imposed in the future. For sharing non-pub-
lic mobility data, organizations may seek revenue streams via 
marketplaces such as the MDS. Overall, organizations must be 
aware of their role in the mobility data ecosystem and, if they 
generate public mobility data, share their data via a NAP.

Summary

EU Directive 2010/40 for intelligent transport systems ena-
bles the free accessibility of mobility data. For seamless mobi-
lity, transport companies and mobility providers should make 
their real-time data available under fair conditions. The EU 
directive is enforced in the member states through their own 
national access points (NAP). Non-public data can be shared 
via marketplaces, such as the Mobility Data Space.
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Figure 10. Illustration of the Mobilithek [25]

Figure 11. Data sharing in the Mobility Data Space
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The ‘Directive on open data and the re-use of public sector 
information’, [30] also known as Open Data Directive, establis-
hes a common legal framework for a European market for sta-
te-owned data and is intended to drive the publication of data 
in the public domain [31]. The Open Data Directive is the latest 
major upgrade to the Public Sector Information (PSI) Directive 
and replaces it [32]. 

	

 
Unlocking the economic potential of public data 
sources

The Open Data Directive focuses on the economic potential of 
the reuse of information. Through the directive, EU member 
states are encouraged to drive the availability of data from 
public administrations and data published under European 
open access mandates for commercial and non-commercial 
purposes. This is to be done at minimal or no cost and wit-
hout exclusive agreements, with exceptions for certain personal 
data, confidential business information, statistically confidential 
information, third-party intellectual property, and other cases. 
It addresses data held by public sector bodies in EU countries at 
national, regional, and local levels. This includes material held 
by ministries, state agencies, municipalities and organizations 
funded primarily by or under the control of public authorities, 
such as meteorological institutes, water and energy services.

Maximizing benefits for businesses and organizati-
ons through high-quality datasets 

Furthermore, the Commission has defined a catalog of high-
quality datasets. To count as a high-quality dataset, the datasets 
must either be associated with important socioeconomic and 
environmental benefits, bring great use to many users (especially 
SMEs) or used to generate revenue. Datasets that have been 
defined as high-quality must be made available via an applica-
tion programming interface (API), free of charge and in a machi-
ne-readable format, with exceptions, for example, if provision 
of the datasets leads to a distortion of competition. Currently, 
the directive defines six categories for high-value datasets, but 
these areas can be expanded on an ongoing basis (Figure 12). 
An example of such high-quality datasets is the ‘list of naviga-
tion aids and traffic signs’ in the mobility domain [34].

Impact on data management

As the directive addresses public or publicly funded organizati-
ons, there is no need for private companies to act. Private com-
panies can benefit from various aspects, e.g., developing new 
products and services, improving market analyses and redu-
cing research and development costs. In contrast, several data 
management measures can be derived for public or publicly 
funded organizations. One strategic aspect that emerges from 
the directive is the inclusion of open data in the data strategy 
of organizations. First, these organizations should have a holis-
tic overview of their data ecosystem. This will ensure that the 
greatest potential can be utilized. It is important to know where 
the available data comes from and what license restrictions may 

Open data is defined as data in an open format which is 
freely accessible to everyone and can be re-used and shared 
under open and non-discriminatory licenses, gaining global 
significance as a crucial economic factor and a component 
of modern infrastructure [33].

Figure 12. Categories for high-quality datasets

Open Data Directive

Entry into force: July 16, 2019
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apply. In addition, there should be specialist knowledge about 
the datasets and care should be taken during data collection to 
ensure that the datasets are labeled with appropriate metadata.  
Furthermore, the FAIR principles should be observed during 
data collection to ensure high data quality. Finally, it is manda-
tory to make sure that no personal data is provided.

Summary

The Open Data Directive establishes a common legal frame-
work for a European market for state-owned data. The goal 
of the directive is to drive the publication of data in the public 
domain with a focus on the economic potential. Private com-
panies, especially SMEs, can benefit from freely available 
high-quality datasets. 

Public or publicly funded organizations should incorporate 
open data into their data strategy, maintain a holistic over-
view of their data ecosystem, and understand the origins of 
their data. They should also use appropriate metadata and 
follow the FAIR principles to ensure high data quality.

Impact of regulatory requirements on data 
management in organizations

The question remains as to whether these regulations can be 
seen as a burden on data management or rather as an oppor-
tunity to bring data management systems up to date. A closer 
look at the individual regulations reveals that the upcoming 
tasks and challenges organizations are facing can essentially be 
summarized in 3 key aspects that represent a traditional data 
lifecycle, starting with data acquisition and data processing 
through to data sharing.

Data acquisition

The enhanced availability of usage data through the Data Act 
offers novel opportunities for the users of connected devices 
and related services. On the other hand, sustainability regula-
tions demand greater availability of data that has possibly not 
been collected before. In any case, to leverage the benefits of 
the enhanced data availability, modern data infrastructures for 
the storage and management of the available data must be 
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in place. As sustainability data are currently handled as rather 
static and structured data objects collected for a specific repor-
ting period, cloud-based data warehouse architectures offer 
promising benefits. This is especially true for mid-tier enterprises 
with limited data literacy. The use of a data warehouse invol-
ves moving data from different source systems, which generally 
represent heterogeneous platforms and data structures, [35] to 
a centralized location. The advantages of data warehouses thus 
lie in easier information retrieval and information consolidation. 
However, data retrieved from connected devices may come in 
high volume, velocity and variety. As a result, the transfer of 
these data to the cloud may not be feasible due to bandwidth 
limitations or high costs. Appropriate data management capabi-
lities thus need to be built at the edge or on-premises in order to 
manage the data obtained from connected devices. Standard-
ized interfaces and data models support companies in integra-
ting data from different source systems. 

Data processing

The forthcoming regulations will require organizations to handle 
data in a more targeted manner. This refers to the fact that data 
must be available in a certain quality and must be semantical-
ly interpretable. In this context, there are various established 
concepts for improving data quality within an organization, in 
particular. This includes, for example, a TDQM framework that 
enables holistic implementation in four phases, starting from 
the definition of criteria to the introduction of key indicators 
and analysis options through to the continuous improvement of 
data quality activities [36]. 

Managing data ‘as a product’ adapts product management 
principles to the management of data. Dedicated data pro-
duct managers become responsible for providing data in a way 
they can easily be consumed by the data users for data-driven 
use cases. Data products adhere to jointly defined data quality 
metrics, semantics, interfaces and possibly even data models 
manifested in machine-readable data contracts. Access and 
usage conditions are also defined. Once created, data products 
accelerate data-driven value creation while ensuring regulatory-
compliant data usage. With data product management, data 
ownership ‘shifts left’ along the data value chain, meaning 
that data-creating domains become responsible for their data 
rather than relying on centralized data units for data owner-
ship. Thus, changes in data governance structures may be immi-
nent in organizations seeking to establish regulatory compliance 
or seeking benefits from the novel possibilities offered by the 
regulation. 

Data sharing

In the context of novel regulations, the collaborative utilization 
of data is of crucial importance. The regulations require a new 
approach to data, which is essentially characterized by the need 
to share data in a collaborative ecosystem consisting of a large 
variety of different organizations. A key aspect is to ensure the 
traceability of product information data along the entire pro-
duct life cycle. The goal of these objectives is strongly related 
to overarching initiatives including the International Data Spaces 
(IDS) and GAIA-X from a technical perspective. In addition, simi-
lar approaches for designing data spaces within various indus-
trial sectors, such as the Manufacturing-X and Catena-X Auto-
motive Network and the Mobility Data Space are taken into 
consideration. 

Overall, there is a lack of an overarching data architecture to 
build and run such an ecosystem that enables the necessary 
joint data management but at the same time considers the pro-
tection of the interests of individual persons or organizations. 
The challenges being faced arise from two main issues: first, the 
lack of governance for the ecosystem that spans across indivi-
dual organizations and second, the lack of common standards 
relating to frameworks, structure, models, and processes regar-
ding data management, exchange and utilization.

Additionally, some organizations may be reluctant to join 
these data sharing initiatives due to the costs and organizatio-
nal overhead. International standards such as the data spaces  
protocol [37] and the W3C Verifiable Credentials [38] allow for 
technical interoperability in data sharing without the need to 
map data into the standards defined by the data sharing initiati-
ves. These standards are implemented by the Eclipse Data Space 
Components (EDC) [39] which can be configured as a central 
endpoint for all of an organization’s data sharing activities. The 
EDC will manage access to data based on the consuming orga-
nization’s attributes and monitor the status of B2B data sharing. 
Furthermore, it allows for the definition of usage rules, which 
is crucial to ensure that the data provider’s rights are not dimi-
nished by the data to be shared. One potential use case would 
be to prohibit the use of data made available on the basis of 
the Data Act for the development of competing products and 
services.
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To obtain an uncomplicated initial evaluation of the maturity level of a data management 
system, Fraunhofer ISST developed an easy-to-use self-assessment tool. The maturity mea-
surement entails only twelve questions and provides a simple outline of the current state. 
No registration is required, and the results are provided in a pdf file.

https://datama.isst.fraunhofer.de/intro

In terms of data management, the solutions required are 
completely fundamental and initially do not differ substantial-
ly from the requirements that were already valid ten or more 
years ago. However, many organizations still do not fulfill 
these essential requirements, including an implemented data 
governance structure, a data strategy or even basic rules for 
data quality. The basis for everything is that organizations must 
have efficient data management. And as a first step, this means 

knowing where the organization stands in terms of its own 
data management. To understand what stage an organization‘s 
data management is at, the organization needs to understand 
the maturity level of previous activities in this context. Maturity 
models describe the development status of an organization by 
evaluating its current performance. Data maturity models are 
therefore a suitable means of determining the current state of 
data management within an organization.

Figure 13. Maturity model of a data governance

https://datama.isst.fraunhofer.de/intro
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